
Software Management on 
High Performance Computing (HPC) Clusters

Resilient License Serving

Motivation

The Los Alamos HPC environment includes 7 (soon to be 8) major computing clusters. The user environment for large-scale scientific computing includes software tools (compilers and debuggers) that require special licensing. Currently, a single machine “serves” product licenses to a set of clusters and their users (“clients”), using FLEXnet, a standard management tool. If any problem occurs on that machine, the compilers and debuggers cannot be used by any users until the problem is fixed.

Licensed software is tightly coupled to its server. For example, compiler version 6 must be served, using version 6 keys, by FLEXnet version 10. Upgrading the compiler to version 7 requires version 7 keys, which can only be handled by FLEXnet version 11. Our environment often require continued availability of version 6 while version 7 is being evaluated. This is difficult, if not impossible, to accommodate in a single server configuration.

Goal

The Ptools team in the HPC-3 group at LANL would like to investigate additional product management functions available in the FLEXnet tool. Specifically:

· Evaluate quorum license servers, or a set of 3 machines sharing the license serving function. In a typical quorum, the service is uninterrupted as long as 2 of the 3 systems are available, protecting against single point of failure. 

· Feasibility study of rolling upgrades within the quorum model, to support the scenario described above. What is the impact of operating in mixed version mode, and what is the overhead of multiple quorum re-configurations?

· Evaluate client usage and other reporting functions provided by the FLEXnet vendor, tools that could allow better control of maintenance costs. 

Student/Mentor/Machine Requirements

The students should have: basic scripting skills and a willingness to work on detail-oriented tasks. Quorum server configurations require 3 machines; LANL is running FLEXnet on Linux machines, but the package is available for a wide variety of platforms, including Windows, Macintosh, and most UNIX/Linux variants, any of which would be acceptable for this project. The reporting functions require a web server.

Communication with LANL

LANL contacts on this project can come to Golden at the beginning of the project and also at the end. A telecon schedule would be established for review and issue discussion. Interim communication can be via email, teleconference, and LANL also has polycom and access grid video teleconferencing capabilities which work well for remote collaboration between small teams. 

Preliminary Project Outline

· Acquire FLEXnet and install (demo version should be available from macrovision.com)

· Obtain and install licensing for at least two products (LANL will assist with acquiring demo or stub versions)

· Experiment with different failure modes of quorum components

· Experiment with rolling upgrades, and overall quorum impact

· Optionally evaluate FLEXnet’s web reporting functions 

· Write report, present results and recommendations

Student Outcomes

This project will provide students with:

· An introduction to LANL’s HPC environment, 

· Insight into tasks required for real-world HPC support, and the chance to improve a current implementation,

· A chance to collaborate with staff at a National Lab while working on a real problem that needs to be solved.
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