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Parallel File System Search Using Google Desktop and OpenMPI

Motivation

Large simulation codes running on large leadership class supercomputers are doing important science.  Current leadership class machines have a few hundred thousand way parallelism.  For future multi-petascale machines, million or even multi-million way parallelism is expected.   At the same time, data sets are growing increasingly larger and the cost to scan data, particularly doing so in a sequential manner on a single machine, has become prohibitively expensive.  

Unfortunately, given current file systems designs, many types of data search require a full scan of the data set. Current file systems organize their file data using only the single dimension of the file name.  In fact, operating systems today and users’ interactions with them have been largely dominated by this paradigm:  users organize files into directories.  Internally, file systems use metadata to capture these logical relationships between files onto physical storage media (i.e. disk drives).  The user interface for placing and locating file data is highly influenced by the structure of the file system metadata.  For example, file data can be quickly retrieved by using a file’s full path-name as this reflects the internal organization of the file system’s metadata.  Finding file data, however, using some other description dimension (e.g. searching for strings within file data) is typically slower by several orders of magnitude since this usually requires scanning the entire data set.  More recently, inspired by google’s mastery of internet search, many operating systems have added external utilities, such as Spotlight in Mac OS X, to optimize searching for file data using other descriptive information instead of the full path such as file owner, internal string matching, file type, etc.  Google, itself, has extended its search abilities onto the desktop with a product called Google Desktop which does one initial scan of user data, creates new metadata indices and then uses these to drastically speed up subsequent data searchs.

As data sets have grown increasingly larger, the cost of scanning data has become prohibitively expensive.

Goal

To combine parallelism with efficient search techniques to enable extremely high-performance, scalable data search.  By combining the efficient local search ability of Google Desktop with the parallelism available by combining multiple computers using OpenMPI, the time to search a large data set should be reduced by multiple orders of magnitude.

Student/Mentor/Machine Requirements

The students must have basic programming skills and a willingness to work on challenging problems.  They will also need to run and time programs and then turn those measurements into graphs.  This will also require some ability to think critically in terms of designing experiments to demonstrate the value of the new search mechanism and the best organization of the data to show this.  

 A simple set of networked Windows computers (preferably at least 16, but 8 would be sufficient) is required on which Google Desktop and OpenMPI can be installed and experiments run.

Communication with LANL

LANL contacts on this project, John Bent and Gary Grider, can come to Golden at the beginning of the project and also at the end.  Interim communication can be via email, teleconference, and LANL also has polycom and access grid video teleconferencing capabilities which work well for remote collaboration between small teams.  At an initial face-to-face meeting, an explanation of the data, environment, and ideas as to how to proceed could be discussed.  John and Gary have a lecture on supercomputing I/O and would be happy to give this lecture via video conference or in person during an initial visit.  If Mines has polycom capability, there might be other supercomputing seminars that we might be able to arrange. 

Preliminary Project Outline

· Install Google Desktop and OpenMPI on a set of network connected Windows machines

· Get a large dataset, perhaps several.  One could be simple text.  Another could be a set of JPEG images.  LANL can help here if needed.

· Spread the dataset(s) across the computers.

· Use Google Desktop to index the datasets.  For the JPEG dataset, extensions to the Google Desktop API may need to be written to read the JPEG specific metadata and insert it into the Google Desktop indices.

· Write OpenMPI programs that interface with the Google Desktop API to allow parallel searching of the datasets.

· Devise various example searches.

· Measure the runtime performance of these searches.

· Compare to doing the same search without Google Desktop on a single machine.

· Measure the scalability of this approach as a factor of the number of computers used.  


Student Experience

This project will provide the students with:

· An introduction to LANL, what a National Lab does, and how we use supercomputers

· A chance to work to produce analysis to assist in solving a world class computer science problem in high performance computing

· A chance to collaborate with staff at a National Lab and be introduced to a small portion of a real problem that need to be solved

· An opportunity to learn about parallel programming and data search
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